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ABSTRACT

This paper presents Eva, a tool for evaluating image de-
scriptors for content-based image retrieval. Eva integrates
the most common stages of an image retrieval process and
provides functionalities to facilitate the comparison of image
descriptors in the context of content-based image retrieval.
Eva supports the management of image descriptors and im-
age collections and creates a standardized environment to
run comparative experiments using them.

Categories and Subject Descriptors

H.3.3 [Information Search and Retrieval]: Search Pro-
cess; H.3.4 [Systems and Software]: Performance evalua-
tion (efficiency and effectiveness)—tool

General Terms

Experimentation, Standardization

Keywords

evaluation tool, image descriptors, content-based image re-
trieval

1. INTRODUCTION
Due to the great amount of images and videos available

nowadays, content-based image retrieval (CBIR) has become
an important approach for retrieving multimedia informa-
tion. CBIR is an approach that uses image properties, such
as color, texture and shape of objects for indexing and re-
trieving images. This creates the possibility of comparing
images by considering their low-level properties. One ad-
vantage of this approach is that the image retrieval process
is free from images textual annotations, which are usually
subjective and arduous to create.

A CBIR system relies on the task of determining similari-
ties among images. Image descriptors are used for this task.
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The image descriptor is responsible for extracting image fea-
tures and for comparing the images based on their extracted
features.

It is very important to know which descriptors are more
adequate for a given CBIR system. Many descriptors are
application (collection) dependent. Consequently, it is im-
portant to conduct comparative experiments using different
descriptors. However, comparing them is an arduous task.
Several experiments may be executed, several routines and
scripts need to be prepared and this process is error-prone
and can lead to no standardized results.

We have developed a tool to facilitate the experimen-
tal comparison among image descriptors in the context of
content-based image retrieval. This tool, named Eva, inte-
grates the most important stages in an image retrieval pro-
cess and provides a standardized environment for the com-
parative evaluation of image descriptors. Eva makes it easy
to manage image descriptors, to manage image collections
and to run comparative experiments using them, providing
easy access to the results, like efficiency and effectiveness
performance measures. It is important to mention that our
tool is currently being used by researchers from Brazilian
universities and has already been used in comparative stud-
ies [4].

The research community has already presented some at-
tempts to standardize the performance comparison in the
CBIR context [1, 3, 5], creating, for example, image col-
lections, test suites, and new performance measures. How-
ever, Eva faces the standardization problem under a differ-
ent point of view. Eva creates an environment to perform
comparative experiments in an organized and standardized
way.

In the next section we present the functionalities, the ar-
chitecture and implementation aspects of Eva. Section 3
concludes the paper.

2. Eva
Eva has been implemented using PHP, Python and C lan-

guages and it has a Web interface that makes it accessible
by any browser.

2.1 Architecture
Figure 1 shows the tool architecture. It has an interface to

access the tool core modules. The core modules are respon-
sible for managing image descriptors, managing image col-
lections, running experiments and viewing the experiments’
results. Eva has a repository that contains image descrip-
tors, image collections, and data related to experiments.
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Figure 1: Eva’s architecture.

To manage all the information necessary, Eva uses a re-
lational database, whose entity-relationship model is pre-
sented in Figure 2. The relational database stores infor-
mation about image descriptors, image collections, experi-
ments configurations, and results from experiments. Exam-
ples of experiments’ results data include time required for
extracting feature vectors, time for distance computations,
effectiveness values from user effectiveness evaluations, and
distances between images.

Eva creates an environment to manage image descriptors,
where it is possible to insert and delete descriptors used or
developed by any researcher. Eva requires that a descriptor
follows an specific implementation interface. This makes
it possible to use a descriptor as a plugin to the tool (see
Section 2.2 for more details).

Eva also creates an environment to manage image collec-
tions. Image collections can contain images in several differ-
ent formats, like JPG, PNG, GIF, PPM, and the collection
can be categorized or not.

2.2 Defining descriptors
A standard interface is defined for image descriptors. A

descriptor must have the following two functions with their
headings in C language:

• void Extraction(char *img path, char *fv path);

• double Distance(char *fv1 path, char *fv2 path);

The Extraction function is responsible for extracting the
feature vector from the input image. The path of the in-
put image is the first parameter and the second parameter
is the path where the feature vector will be stored. Both
parameters are paths from the file system and are adjusted
by Eva when it calls this function. The Extraction function
is responsible for opening the input image and for creating
the output feature vector file.

The Distance function is responsible for comparing two
feature vectors. Both parameters are paths of the feature
vectors. The Distance function must open the feature vector
files and return the distance between them according to the
distance function used by the descriptor. The return value
must be of double type.

When the descriptor’s implementation is ready, it must be
compiled to generate the plugin. The compilation instruc-

Descriptor

Evaluation 

Measure

Experiment 

Time
Distance

Experiment 

User 

Evaluation

Image Database

Experiment

N

N

N

N

N

N

N

1

1

1

N

N

Figure 2: Entity-relationship model for the database

used by Eva.

tions given by Eva generate the plugin file and this file must
be submitted to Eva. When the file is uploaded, Eva ver-
ifies if the plugin follows the implementation instructions,
testing, for instance, if the Extraction function exists. If the
implementation is correct, the user may insert metadata in-
formation, such as the name, the authors, and the type of
the descriptor (color, texture or shape).

2.3 Running experiments
The main functionality of Eva is to run experiments. To

run an experiment, the user needs only to select which de-
scriptors and which image collections will be used. The com-
parison process is completely automatic. When preparing an
experiment, the user has some optional parameters to con-
figure. For example, it is possible to use a list of pre-defined
query images. When this list is used, it is possible to conduct
cross-validation experiments.

When running an experiment, Eva provides an interface
to show the progress of each step of the experiment. When
the experiment finishes, Eva provides many facilities. One
of them, is an interface to view the images retrieved con-
sidering a query image and an evaluated descriptor. This
interface makes it easy to compare the retrieved images by
each descriptor for each query image. Eva also computes
the average times required to extract image feature vectors
and the average time necessary to compare them.

When the experiment uses a pre-defined list of query im-
ages, Eva also provides an interface to be used in a subjective
(with real users) evaluation of the effectiveness of the de-
scriptors. This subjective analysis is important when using
databases with no pre-defined categorization, for example.

2.3.1 Experiment setup

Using Eva’s interface, the user selects the descriptors to
be compared and the collections to be used. The user can
also submit a pre-defined list of query images and can choose
which effectiveness measures (e.g., Precision×Recall curves)
should be computed. This last option is available only if
the image collection is categorized. If a pre-defined list of
query images is used, the user can also choose to use or not
cross-validation. Figure 3 shows the interfaces to configure
an experiment.
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Figure 3: Eva’s experiment setup interfaces.

2.3.2 Experiment process

An experiment is basically composed by two stages: ex-
traction of images feature vectors and distance computa-
tions.

In the beginning of an experiment session, the module
responsible for features extraction is started. This module
locates all the images of the selected collections and applies
the descriptors on them. The Extraction function of each
descriptor selected is used in this module. The elapsed time
of each use of the Extraction function is computed. When all
the images are processed, the module computes the average
and the standard deviation of the elapsed extraction time
for each descriptor.

After the extraction stage, the module responsible for dis-
tance computations is started. For each descriptor used, the
module locates every feature vector file. The module verifies
if a pre-defined list of query images is used. If no query list is
used, every feature vector is compared to every feature vec-
tor. If a query list is used, the feature vectors are compared
only to those of the query images. For every comparison to
be computed, the module calls the plugin’s Distance func-
tion passing the paths of the feature vectors and stores the
returned distance value into the tool database. Every use of
the Distance function has its elapsed time measured. When
the computations finish, the module computes the average
and the standard deviation of the elapsed distance times of
each descriptor.

A log file is used to record every step of all the modules.
In case of errors, this log file can be analyzed.

2.3.3 Effectiveness and efficiency evaluation

When an experiment finishes, Eva provides interfaces to
visualize the experiment results. One interface shows the
times computed for each descriptor as well as the experiment
configuration. Another option is to view the log file, the
feature vector files and the effectiveness measures computed.
Figure 4 shows the interface to view the experiment details.

There is also a button to access an interface that visu-
alizes the retrieved images for each query image. This in-
terface allows the direct comparison of the retrieved images
by different descriptors. Figure 5 shows an example of this
interface. A combo box lets the user switch among the de-

Figure 4: Eva’s interface to view the experiment

details.

scriptors used in the experiment. If a list of pre-defined
query images was used in the experiment, another combo
box lets the user switch among the different queries used. If
no query list was used, every image in the list of retrieved
images can be used as query image.

2.3.4 Subjective evaluation

When a pre-defined list of query images is used, Eva pro-
vides a way to conduct a subjective analysis of the descrip-
tors effectiveness by creating an interface for a real user eval-
uation. This interface is similar to the interface used to view
the retrieved images. This kind of evaluation is important
when the image collection is not categorized.

In [2] a user-oriented evaluation is used for digital libraries.
The effectiveness of structured and non-structured queries in



Figure 5: Eva’s interface to view the retrieved im-

ages.

digital libraries is evaluated by real users. A similar evalua-
tion is realized by our tool to assess the effectiveness of the
image descriptors.

Figure 6 shows an example of the interface for the subjec-
tive evaluation. The interface shows to the user the query
image and a set of retrieved images. Users are asked to in-
dicate which of those images they consider similar to the
query image.

The set of images showed to the user is created as follows.
For each descriptor used in the experiment, a list containing
the 30 most relevant images is obtained for a given query
image. The lists of each descriptor are combined, eliminat-
ing duplicates. Every image in the list has a reference to the
descriptor(s) that retrieved it and to the rank in its original
list. The final list is shuffled and showed to the user.

The query image is highlighted at the top of the page
and the shuffled list is showed below it. The user has no
information about which descriptor retrieved each image.
After the user has indicated the images he or she considered
similar to the query image, he or she clicks on a button to
finish the evaluation of that query image. The process is
repeated until all query images are evaluated.

When the user finishes the evaluation, effectiveness mea-
sures are computed. The effectiveness measures currently
computed by Eva are: P10, P20, and P30. These measures
stand for precision values and they indicate the percentage
of images marked as similar among the top 10, 20, and 30
results, respectively.

These measures are calculated for each descriptor, for each
query image and for each user. Therefore, it is possible to
calculate the descriptors’ effectiveness for each query image
independently.

An example evaluation interface can be accessed at
www.lis.ic.unicamp.br/˜otavio/cbir eval/experiment503.html.

3. CONCLUSIONS
Evaluating image descriptors comparatively is very im-

portant as descriptors are crucial for CBIR systems. How-
ever, the comparative process is error-prone and can lead to
problems in standardization. To solve these problems, we
presented Eva, which is a tool for evaluating image descrip-
tors in the context of content-based image retrieval. Eva
provides a standardized environment for the evaluation of
image descriptors integrating the most important stages in

Figure 6: Eva’s interface for subjective evaluation.

an image retrieval process. Eva makes it easy to manage
image descriptors, to manage image collections, and to run
comparative experiments, providing easy access to efficiency
and effectiveness measures.
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